ERASURE CORRECTING LDPC CODES FOR CHANNELS WITH PACKET LOSSES
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ABSTRACT
In this paper we design low-density parity-check (LDPC) codes for erasure channels with packet losses. Binary base matrices with good minimum stopping set size are designed and superposition is used with these matrices to construct LDPC codes which can correct losses of whole packets. By using superposition, rather than by using the more traditional codeword interleaving, LDPC codes are produced which are much more robust for packet loss channels also corrupted by random erasures.

1. INTRODUCTION
A low-density parity-check (LDPC) code is a block code defined by a sparse parity-check matrix, \( H \), and decoded iteratively with message passing decoding. LDPC codes are well known to provide excellent decoding performances on memoryless channels (see e.g. [1]), and recent interest has focussed on their performance on channels with memory [2, 3, 4, 5].

Channels with memory encompass many real-world communications systems including fading environments, packet based communications such as internet transmissions, and magnetic storage devices where the burst errors caused by thermal asperity and media defects are the dominant error type.

For memoryless channels the simple binary erasure channel (BEC) has provided a useful framework to understand the performance of LDPC codes (see e.g. [6, 7]), and many of the observations made using the BEC can be usefully applied to more general memoryless channels. Similarly, in this paper we employ binary erasure channels with packet losses as a natural starting point for considering channels with memory.

While our motivation in considering a packet loss channel is its simplicity, these erasure channels do occur in some important applications. Dropped packets in Internet transmissions can be modeled as packet losses, and forward error correction is becoming more attractive for these channels, particularly in real time or multicast applications were automatic repeat request schemes are less practical. Similarly, disk failures in disk array systems can be usefully modeled as lost packets. Further, any system where the receiver is able to distinguish deep fades, by employing training sequences for example, can treat the fading period as an erasure burst. In higher order modulation schemes the detection of faded symbols could be modeled as the loss of small binary packets.

Here we are considering the design of LDPC codes directly for these channels rather than randomizing the channel by interleaving across several codewords. The idea is to design the code for the channel rather than to change the channel to fit the code. In this paper we consider a very simple packet erasure channel and include \( N_p \) fixed length packets of length \( L_p \) in each LDPC codeword and introduce \( N_p \) packet losses. The remaining received packets can be corrupted by random bit erasures with erasure probability \( p \).

A length-\( n \) rate-\( k/n \) binary error correction code is optimal on the BEC, and called maximum distance separable (MDS), if it can correct any pattern of \( n-k \) bit erasures [8]. For the packet loss channel we will say that an error correction code is MDS if it can correct packets of erasures with combined length of up to \( n-k \) bits. Although a code may be MDS when decoded with an alternative decoding algorithm, we say that an LDPC code parity-check matrix is MDS-MPA (message passing algorithm) when it can correct any \( n-k \) erasures using iterative message passing decoding.

The iterative decoding of LDPC codes on erasure channels is particularly straightforward since a transmitted bit is either received correctly or completely erased (it is assumed that the receiver is able to detect an erasure and so deletions are not considered). If only one of the bits in any given code parity-check equation is erased the erased bit can be determined by choosing the value which satisfies the parity-check equation. Conversely, if more than one bit in any given parity-check equation is erased, no correction can be made using that equation. Message passing iterative decoding of an LDPC code is thus a process of finding parity-check equations which check on only one erased bit. In a decode iteration all such parity-check equations are found and the erased bits corrected. After these bits have been corrected any new parity-check equations checking on only one erased bit in a decode iteration are not considered. The process is repeated until all the erasures are corrected or all the remaining uncorrected parity-check equations check on two or more erased bits. The latter will occur if the erased bits include a set of code bits, \( S \), which are a stopping set [7]:

\[ \text{Definition 1} \quad \text{A stopping set, } S, \text{ is a set of code bits with the property that every parity-check equation which checks on a bit in } S \text{ checks on at least two bits in } S. \]

If all of the bits in a stopping set are erased none of them can be corrected. Thus the stopping set distribution of an LDPC code determines the erasure patterns for which the iterative decoding algorithm will fail on the BEC [7]:

\[ \text{Definition 2} \quad \text{An LDPC code parity-check matrix with minimum stopping set size } S_{\text{min}} \text{ can correct any set of } S_{\text{min}} - 1 \text{ or fewer erasures using iterative decoding on the BEC.} \]

On a burst erasure channel the spacing between the stopping sets, rather than just the size of the stopping sets,
is the important factor in determining the code performance. Using spacing measures, several authors have considered the burst erasure correcting capability of LDPC codes in the presence of a single erasure burst [3, 4, 5]. In this paper we extend this work to design LDPC codes which can correct multiple erasure bursts in the form of packet losses. The proposed LDPC codes are presented in Section 2 and their performance described in Section 3.

2. LDPC CODES FOR BURST ERASURE CORRECTION

A binary LDPC code is represented by a sparse binary parity-check matrix, \( H \), and a bipartite graph, \( \mathcal{F} \), called a Tanner graph. Each bit in the codeword corresponds to a column of \( H \) and a bit vertex of \( \mathcal{F} \), and each parity-check equation satisfied by the codeword corresponds to a row of \( H \) and a check vertex of \( \mathcal{F} \). The \((j,i)\)-th entry of \( H \) is ‘1’, and an edge joins the \( i \)-th bit vertex and \( j \)-th check vertex of \( \mathcal{F} \), if the \( i \)-th codeword bit is included in the \( j \)-th parity-check equation.

We design LDPC codes for packet erasure channels by using superposition, starting with a \( M \times N \) base matrix \( H_{\text{base}} \), and replacing each non-zero entry in \( H_{\text{base}} \) with \( v \) parity-check matrices, and each zero entry with \( v \) all zeros matrix, to create an \( m \times n \) LDPC code parity-check matrix \( H_{\text{perms}} \) where \( m = Mv \) and \( n = Nv \). The minimum stopping set size of the base matrix determines the packet erasure correction capability of the final code and the choice of permutation matrices determines its resilience to random erasures in the received packets. We explicitly design base matrices in Section 2.1 before considering the permutation matrices for the superposition in Section 2.2.

2.1 Base matrices for LDPC codes

The base matrices we require are small binary matrices which have good minimum stopping set size, ideally which are MDS-MPA. From Lemma 1, this is equivalent to requiring base matrices with minimum stopping set size greater than \( N - K \):

**Lemma 1** A length \( N \) rate \( K/N \) LDPC code parity-check matrix which is MDS-MPA will have \( S_{\text{min}} > N - K \).

**Proof:** Follows by definition. An MDS-MPA code must be able to correct any pattern of \( N - K \) erasures, however message passing decoding of an LDPC code will fail on a erasure of size \( S_{\text{min}} \) and the proof follows.

Base matrices with \( S_{\text{min}} = 2 \) are straightforward since any stopping set requires two columns. We will use the matrices

\[
H_{\text{base}} = \begin{bmatrix} 1 & 0 & 1 & 1 & \ldots & 1 \end{bmatrix}
\]

in particular. For a base matrix with \( S_{\text{min}} = 2 \) which is MDS-MPA we use only one parity-check equation and vary the number of columns to vary the rate:

\[
H_{\text{base}} = \begin{bmatrix} 1 & 1 & 1 & \ldots & 1 \end{bmatrix}
\]

MDS-MPA base matrices with \( S_{\text{min}} > 2 \) are possible by using the parity-check matrix of repetition codes. Length-\( N \), rate-\( 1/N \), LDPC code parity-check matrices are constructed with one weight \( N - 1 \) column, \( N \) columns of weight-1, and \( M = N - 1 \) rows:

\[
H_{\text{base}} = \begin{bmatrix} 1 & 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 & 0 & 0 \\ \vdots & 0 & 0 & \ddots & 0 \\ 1 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}.
\]

Note that not all parity-check matrices of MDS error correction codes will provide MDS-MPA LDPC codes. For example the extended Hamming code

\[
H = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 1 & 1 & 1 & 1 \end{bmatrix}
\]

is not MDS-MPA as it contains a stopping set of size 3. However, the parity-check matrices as defined in (3) are MDS-MPA as LDPC codes:

**Lemma 2** The LDPC codes described by parity-check matrices in the form of (3) are MDS-MPA when decoded with message passing decoding.

**Proof:** Firstly, the weight-1 columns do not overlap and so any stopping set \( S \), will require the weight-\( M \) column. However, all \( M \) of the weight-1 columns are then required for \( S \) to ensure that every parity-check equation checks on two bits in \( S \). Thus \( S_{\text{min}} = N \) and any so \( N - 1 \) erased bits can be corrected.

Thus we have optimal base matrices for either high rate codes which correct one burst, or low rate codes which correct multiple bursts. Unfortunately, however, binary MDS codes with \( M > 1 \) and rate \( > 1/2 \) do not exist [9]. For higher rate LDPC codes which correct multiple bursts our strategy is to construct base matrices with maximum possible \( S_{\text{min}} \).

Firstly, a stopping set of size two can only occur if there are two identical columns in the code parity-check matrix. Thus we can construct base matrices with \( S_{\text{min}} = 3 \) by constructing \( H_{\text{base}} \) with every possible column of every weight, i.e. by using the parity-check matrices of Hamming codes.

To design base matrices with \( S_{\text{min}} \geq 4 \) we consider matrices which are systematic, with an \( M \times M \) identity matrix forming the last \( M \) columns. As we have every weight-1 column once in \( H_{\text{base}} \) (in the last \( M \) columns) the remaining \( K \) columns must be weight \( S_{\text{min}} - 1 \) or greater to achieve a minimum stopping set size of \( S_{\text{min}} \). Base matrices for LDPC codes with column weight \( \gamma \) are constructed by:

\[
H_{\text{base}} = [H_{\gamma}, I],
\]

where \( H_{\gamma} \) has columns of weight \( \gamma \) and is also 4-cycle free and \( I \) is an \( M \times M \) identity matrix. A matrix, \( H \), is 4-cycle free if no two columns of \( H \) contain non zero entries in the same two rows.

**Lemma 3** The matrix \( H_{\text{base}} = [H_{\gamma}, I] \) has \( S_{\text{min}} = \gamma + 1 \) if \( H_{\gamma} \) is 4-cycle free.

**Proof:** Firstly, the weight-1 columns do not overlap and so any stopping set \( S \) will require at least one weight-\( \gamma \) column. No other column in \( H_{\text{base}} \) can be incident in more than one row in common with this weight-\( \gamma \) column since
this requires a 4-cycle, which, by definition, is not allowed in $H_3$. The remaining columns of $H_{base}$ are weight-1 and so also cannot be incident in more than one row in common with this weight-$γ$ column. Thus at least $γ$ more columns are required for $S$ to ensure that every parity-check equation which is incident on the bit corresponding to the weight-$γ$ column is incident on two bits in $S$ and we have $S_{min} ≥ γ + 1$. The minimum stopping set size is equal to $γ + 1$, since every column of $H_2$ is in a stopping set with the weight-1 columns incident on the same rows as it.

Avoiding 4-cycles the in the Tanner graphs of LDPC codes can improve the decoding performance of iterative decoding and consequently LDPC matrices which are free of 4-cycles are very well studied with many useful constructions available (see e.g. [10], [11], [12], [13]).

However, requiring 4-cycle free codes is a tighter constraint than is actually needed, and we can produce higher rate base matrices by allowing 4-cycles which do not add small stopping sets. For example, we can construct three burst erasure correcting codes by choosing $H_3$ with $S_{min} ≥ 4$.

**Lemma 4** The matrix $H_{base} = [H_3, I]$ has $S_{min} = 4$ if $H_3$ has $S_{min} ≥ 4$.

**Proof:** Firstly the weight-1 columns do not overlap and so any stopping set $S$ will require at least on one of the weight-3 columns. If exactly one weight-3 column is included in $S$ then $S$ must be size four since three weight-1 columns are required to ensure that each of the three checks on the bit corresponding to the weight-3 column check on two bits in $S$. If exactly two weight-3 columns are included in a stopping set, it again must be size at least four since two weight-3 columns can overlap in at most two rows without forming a size two stopping set in $H_1$, leaving two parity-check equations checking on one bit in $S$ and thus requiring two weight-1 columns to complete $S$. If exactly three weight-3 columns are included in $S$, it again must be size at least four unless the stopping set is within $H_3$, violating our requirement that $H_3$ has $S_{min} ≥ 4$. Thus any stopping sets of size less than four in $H_{base}$ is avoided by our constraint that $H_3$ has $S_{min} ≥ 4$ while stopping sets of size four are guaranteed by the inclusion of every possible weight-1 column in $H_{base}$.

For example, the base matrix

\[
H_{base} = \begin{bmatrix}
1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

has a minimum stopping set size of 4.

Lastly, for a memoryless channel and regular LDPC codes it has been shown that parity-check matrices with columns of weight three are generally the best choice [1]. Thus we consider LDPC base matrices of weight three in our final construction. We propose to use the incidence matrices of 2-(p, 3, 2) designs [14] to form $H_{base}$ with $S_{min} ≥ γ + 1$. The 2-(p, 3, 2) designs have binary incidence matrices, $N$, with column weight 3 and every pair of rows of $N$ are incident in two columns of $N$. The incidence matrices of designs from isomorphism classes without the configurations that lead to small stopping sets are used for $H_{base}$.

### 2.2 LDPC codes constructed using superposition

For a packet loss channel with packets of length $L_p$, LDPC codes are designed using superposition with size $v = L_p$ permutation matrices such that one packet corresponds to the columns in $H_{perms}$ from one column of $H_{base}$.

**Lemma 5** If $H_{base}$ has minimum stopping set size $S_{min}$ then $H_{perms}$ can be used to correct any $S_{min} - 1$ packet losses of size $L_p = v$, if the remaining packets are erasure free.

**Proof:** Since $H_{base}$ has a minimum stopping set size of $S_{min}$, and since each bit of the stopping set is in a different column of permutations in $H_{perms}$, we need to erase $S_{min}$ packets to erase a stopping set.

The case where every non-zero entry in $H_{base}$ is replaced with the same permutation matrix is equivalent to independently encoding $v$ codewords using $H_{base}$ and then interleaving them. Interleaving codewords in this way is commonly used in bursty channels. However, for LDPC codes the resulting code is not very powerful since each copy of $H_{base}$ is a disjoint subgraph in the Tanner graph. By instead choosing different permutation matrices for some of the substitutions we can achieve much more powerful LDPC codes for channels which include random erasures while still providing equivalent packet erasure protection.

Choosing different permutation matrices for some of the non-zero entries in $H_{base}$ will produce a connected Tanner graph resulting in LDPC codes more resilient to random erasures while still satisfying Lemma 5. Where the base matrices are systematic replacing the entries in the weight-1 columns of $H_{base}$ with the identity matrix will ensure a systematic $H_{perms}$ which is easily encoded via back-substitution. Since the choice of base matrix fixes the packet erasure correction, we also have the flexibility to choose the permutation matrices to improve the code’s resilience to random erasures in the received packets. In particular, permutations for the non-zero entries in the columns of $H_{base}$ with weight greater than one can be chosen so as to avoid small cycles in $H_{perms}$.

When the base matrix is not systematic circulant permutation matrices can be used for the superposition to ensure quasi-cyclic codes and thus ease of encoding (as in [15]). We denote by $I'$ the cyclic shift by 1 columns of the identity matrix $I$. A 4-cycle free $H_{perms}$ can be constructed by choosing the values of $i$ for each circulant so that the difference in shift values between the two entries of the 4-cycle in one column of $H_{base}$ is not the same as the difference in shift values chosen for the two entries of the 4-cycle in the other column of $H_{base}$.

Further, by using circulant permutations and swapping columns between packets we can design codes which can correct more packets than is guaranteed by Lemma 5. For example, using the base matrices from (1) the non zero entries in the first row and first two columns are replaced by the $v \times v$ identity matrix $I$ and the second non-zero entry in the $j$-th column, for $j > 2$, is replaced by the $v \times v$ matrix $I^j - 1$. Then the last $j - 2$ columns in the $j$-th circulant of $H_{perms}$, for $j > 2$, are swapped with columns from the first two circulants which share a common non-zero entry. The resulting codes are then able to correct up to $S_{min}$ packet losses using message passing decoding.
3. Simulation Results

Figs. 1 to 4, show the performance of LDPC codes on packet loss channels with \( N_p = N \) packets per codeword. Codes of rate-1/5, rate-1/4, rate-1/2, rate-2/3 and rate-5/6 are simulated. The rate-1/5, \( N_p = 5 \) and rate-1/4, \( N_p = 4 \) burst error correcting codes (shown in Figs. 1 and 2) are from the MDS-MPA base matrices in (3) and are guaranteed to correct \( N_p - 1 \) lost packets if the remainder are erasure free. The rate-5/6, \( N_p = 30 \) codes use a Hamming code as the base matrix and so are guaranteed to correct at least two lost packets if the remainder are erasure free. The rate-1/2, \( N_p = 14 \) codes (shown in Figs. 1 and 2) use a 2-(7, 3, 2) design for the base matrix while the rate-1/2, \( N_p = 10 \) codes (shown in Fig. 2) use the base matrix from (5) and so both are guaranteed to correct at least three lost packets if the remainder are erasure free. Finally, the rate-2/3, \( N_p = 6 \) codes (shown in Fig. 4), and the rate-1/2, \( N_p = 4 \) codes (shown in Fig. 3), use the base matrices given in (1). Three different burst error correcting codes are constructed from these base matrices, the first is traditional interleaving (by using identity matrices for the superposition), the second uses superposition with permutation matrices chosen to avoid small cycles and the third uses circulant matrices for the superposition combined with column swaps to increase the packet loss protection.

Also shown in Figs. 1 to 4 is the performance of pseudo-randomly constructed LDPC codes with the same rate and length, but with all columns weight 3, and constructed to avoid small cycles using the method from [16]. To choose a particular code the average monte-carlo performance of the ensemble has been found by pseudo-randomly generating a new parity-check matrix for each codeword transmitted. Then, by trial and error, using pseudo-randomly constructed codes and simulation, a particular parity-check matrix has been found which performs better than this average. It is this parity-check matrix which is used to simulate the pseudo-random performance in the figures. The maximum number of decoder iterations for all of the codes is set to the number of code parity-check equations.

Figs. 1 and 2, show the performance of LDPC codes on noisy packet loss channels with \( N_p = N \) packets per codeword and a fixed number of small, length \( L_p = 10 \), packets lost. In every case the LDPC codes formed from the base matrices in Section 2 using superposition produce significantly better performances than the pseudo-random LDPC codes. The codes formed using permutation matrices for the superposition produce significantly better performances than the codes formed using identity matrices for the superposition in all but the MDS-MPA codes where they perform equivalently. Further, the codes constructed using superposition offer guaranteed burst erasure correction performance in a purely packet loss channel and have the advantage of straightforward encoding implementation, advantages not shared by the pseudo-randomly constructed LDPC codes.

Figs. 3 and 4, show the performance of LDPC codes on packet loss channels with \( N_p = N \), length \( L_p = 100 \), packets per codeword and a random packet loss probability. The LDPC codes formed using superposition outperform traditional pseudo-randomly constructed LDPC codes, with the codes formed using cyclic permutations for the superposition giving the best performances. The codes constructed using cyclic permutations offer a guaranteed packet correction performance and have the advantage of a straightforward quasi-cyclic encoding implementation, with only minimal additional complexity for the column swaps between packets.
In this paper we have designed LDPC codes for packet loss channels using superposition on carefully designed base matrices. The very simple implementation of message passing decoding, and the ease of encoding provided by the structured codes, suggests that LDPC codes constructed in this way represent a promising candidate for applications which suffer from both random and packet losses and face low complexity or high throughput constraints. Future work will extend the code designs considered here to more complex channels with error bursts.

4. CONCLUSION

In this paper we have designed LDPC codes for packet loss channels using superposition on carefully designed base matrices. The very simple implementation of message passing decoding, and the ease of encoding provided by the structured codes, suggests that LDPC codes constructed in this way represent a promising candidate for applications which suffer from both random and packet losses and face low complexity or high throughput constraints. Future work will extend the code designs considered here to more complex channels with error bursts.
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