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Abstract

For sufficiently rapid zero-order hold (ZOH) sampling, it is known that the zeros of single-input, single-output discrete-time systems expressed in the forward shift operator converge to values determined only by the degrees of the finite and infinite zeros of the underlying continuous-time system. In this paper, we show how this result can be generalized to multi-input, multi-output (MIMO) systems decouplable by static state feedback (equivalently, having a diagonal interactor matrix). In the fast sampling limit, we show how invariant and infinite zero structure is mapped under ZOH sampling for discrete-time systems expressed in either the delta (forward difference) or shift operators.

1 Introduction

For single-input, single-output (SISO) continuous-time systems having relative degree $r$, the corresponding discrete-time system obtained by zero-order hold (ZOH) sampling has relative degree one for all but a finite set of sampling periods. The additional $r - 1$
discrete-time zeros are an artefact of the sampling process, and are called the sampling zeros.

There is a simple and well known one-to-one correspondence between continuous-time poles $p$ and their discrete-time counterparts under ZOH sampling: $p \leftrightarrow e^{pT}$, where $T$ is the sampling period. For zeros, the situation is much more complicated, and analysis is generally restricted to sufficiently large or small sampling periods [1, 2, 3]. For SISO discrete-time systems expressed in the forward shift operator $q$, the limiting values of the discrete-time zeros as the sampling period $T$ is decreased to zero, the so-called limiting zeros, has been known for some time [1, 4]. Specifically, all finite zeros are mapped in the fast sampling limit to the point 1, while the remaining $r - 1$ zeros are given by the roots of polynomials whose coefficients are determined by the continuous-time relative degree, but are otherwise independent of the plant dynamics.

For multi-input, multi-output (MIMO) systems, much less is known about the mapping of finite and infinite zeros under ZOH sampling. Grizzle and Shor [5] have considered the mapping of infinite zero structure under ZOH sampling, showing that most MIMO discrete-time systems obtained by ZOH sampling have a trivial structure at infinity (namely, all zeros at infinity are of order one) for all but a finite set of sampling periods. Hayakawa et al. [6] have shown that when the difference between the largest and smallest infinite zero orders of the underlying continuous-time system is less than two, the location of the zeros of the corresponding ZOH-sampled system in the limit as $T \to 0$ depends only on the infinite zero orders and McMillan degree of the continuous-time system. For continuous-time systems not satisfying this assumption, Hayakawa et al. [6] have demonstrated that the limiting zeros of the ZOH-sampled system depend in general on the (real-valued) parameters in the state-space description of the system. In this paper, we show that for a large class of MIMO systems (whose infinite zero structure is restricted, in a sense to be made precise shortly), the results of Åström et al. [1] and Bondarko [4] can be extended more or less analogously to the MIMO case.

Recently, Tesfaye and Tomizuka [7] (see also [8]) used an asymptotic analysis to obtain the limiting zeros of ZOH-sampled discrete-time SISO systems expressed in the delta (also Euler, or forward difference) operator $\delta = \frac{q-1}{T}$ [9]. While Tesfaye and Tomizuka’s quantification of limiting zeros is much less direct than that of [1] or [4], it has the distinct advantage of using a state-space framework. A means of extending the results to multivariable systems is thereby suggested, and this is the approach taken in the present
The main result of this paper is Theorem 4.1, which, in essence, says that for a large class of MIMO systems whose infinite zero structure is “simple”, the limiting sampling zeros can be computed from knowledge of the minimum relative degree in each row of the continuous-time transfer matrix in question. In this paper, the notion of “simplicity” of the infinite zero structure is taken to mean decouplability by static state-feedback of the underlying continuous-time system, i.e. that the interactor matrix [10] is diagonal. Thus the results of this paper complement the work of Hayakawa et al. [6], in which was presented an alternative sufficient condition for the limiting sampling zeros to be computable from the infinite zero orders using a quite different notion of simplicity of infinite zero structure. The results in this paper also extend the work of Grizzle and Shor [5] by taking into consideration the mapping of finite zeros under fast ZOH sampling, and by explicitly identifying a class of continuous-time MIMO systems (namely, those having diagonal interactor matrices) for which fast sampling always leads to a trivial structure at infinity.

This paper is organized as follows. In Section 2, we briefly review the infinite zero structure of multivariable systems, and the Isidori-Byrnes normal form. In Section 3, we present the state similarity transformation which brings the delta operator-based model into normal form, from which the (state feedback) control law required to zero the output can be readily calculated. The limiting zeros can then be obtained as the eigenvalues of the internal dynamics when the output is constrained to be identically zero, as shown in Section 4.

Preliminaries:

A function \( f(T) = O(T) \) if \( \lim_{T \to 0} f(T)/T = K \), where \( 0 < K < \infty \), and \( f(T) = o(T) \) if \( \lim_{T \to 0} f(T)/T = 0 \). The set eigenvalues of a matrix \( X \) is denoted by \( \lambda(X) \). A proper rational matrix \( B(s) \) is said to be biproper if \( \det(\lim_{s \to \infty} B(s)) \neq 0 \). A rational matrix \( P(s) \) is said to have an invariant zero \( \lambda \in \mathbb{C} \) if the rank of \( P(\lambda) \) is strictly less than the normal rank of \( P(s) \).
We consider square, time-invariant multivariable systems described by

\[ \Sigma_c : \begin{cases} \dot{x} &= A_c x + B_c u, \\ y &= C x, \end{cases} \]

where \( x \in \mathbb{R}^n \) is the state, \( u, y \in \mathbb{R}^m \) are the control and output respectively, and \( P(s) = C(sI - A_c)^{-1}B_c \) has full normal rank. The system \( \Sigma_c \) is assumed to be minimal, with

\[ C = [C_{1}^T, C_{2}^T, \ldots, C_{m}^T]^T \in \mathbb{R}^{m \times n} \quad \text{and} \quad B_c = [B_{c,1}, B_{c,2}, \ldots, B_{c,m}] \in \mathbb{R}^{n \times m}. \]

One description of the infinite zero structure of \( \Sigma_c \) is provided by the Smith-McMillan form at infinity [11], [12].

**Theorem 2.1** For every \( m \times n \) proper rational matrix \( P(s) \) of rank \( p \), there exist bi-proper matrices \( B_1(s) \) and \( B_2(s) \) and a unique set of integers \( n'_1 \geq n'_2 \geq \cdots \geq n'_p \geq 0 \) such that

\[ P(s) = B_1(s) \ \text{block diag} \left[ \frac{1}{s^{n'_1}}, \ldots, \frac{1}{s^{n'_2}}, \frac{1}{s^{n'_p}}, 0 \right] B_2(s). \]

The integers \( n'_i \) are called the infinite zero orders, and are one way of extending the notion of scalar relative degree to the multivariable case. In this paper attention is restricted to square systems decouplable by static state feedback (or simply decouplable systems), characterized by nonsingularity of the decoupling matrix

\[ \begin{bmatrix} C_1 A_{c}^{r_1-1} B_c \\ C_2 A_{c}^{r_2-1} B_c \\ \vdots \\ C_m A_{c}^{r_m-1} B_c \end{bmatrix} \in \mathbb{R}^{m \times m}, \tag{4} \]

where \( r_i \) is the smallest relative degree among the entries of \( P_i(s) \), the \( i \)th row of \( P(s) \), i.e. the smallest integer \( r_i \) such that

\[ \lim_{s \to \infty} s^i P_i(s) = \lim_{s \to \infty} s^i C_i(sI - A_c)^{-1}B_c = C_i A_{c_i}^{-1}B_c \neq 0. \tag{5} \]

From this definition of \( r_i \), it follows that

\[ C_i A_{c}^{k} B_{c,j} = 0, \tag{6} \]

for all \( 1 \leq j \leq m, 1 \leq i \leq m, \) and all \( k < r_i - 1 \). For square decouplable systems, the infinite zero orders \( n'_i \) and the row relative degrees \( r_i \) are related as follows [12]:

\[ \{n'_1, n'_2, \ldots, n'_m\} = \{r_1, r_2, \ldots, r_m\}, \tag{7} \]
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and the system $L_c$ is said to have $r = r_1 + r_2 + \cdots + r_m$ zeros at infinity. For the purposes of this paper, the ordering of the $n_i$ are of no importance, and (4)–(7) provide a simple means of calculating the infinite zero orders directly from the state-space model (1) without need of explicitly computing the biproper matrices $B_1(s)$ and $B_2(s)$ in (3).

To transform the system (1) into the Byrnes-Isidori normal form [13], the following state similarity transformation is introduced:

$$
\begin{bmatrix}
\xi_c^T, 
\eta_c^T
\end{bmatrix}^T = \begin{bmatrix}
\xi_c^{(1)}^T, 
\xi_c^{(2)}^T, 
\cdots, 
\xi_c^{(m)}^T, 
(Hx)^T
\end{bmatrix}^T
\]

$$

where

$$
\xi_c^{(i)} = [C_i^T, (C_iA_c)^T, \cdots, (C_iA_c^{r_i-1})^T]^T x, \quad i = 1, 2, \ldots, m.
$$

In (8), the existence of $H \in \mathbb{R}^{(n-r) \times n}$ such that $L_c$ is nonsingular is guaranteed by Proposition 5.1.2 of [13]. Moreover, in the linear system setting, Proposition 5.1.2 of [13] also ensures that $H$ can be chosen such that $HB_c = 0$, and it is hereafter assumed that $H$ satisfies this condition. Note that insofar as the present paper is concerned, the matrix $H$ need not be computed, it need only exist.
In these new coordinates, the states evolve according to
where \( \ast \) denotes terms whose values are of no interest, and all remaining entries are zero unless otherwise indicated. This normal form clearly displays the infinite zero structure as a chain of integrators associated with each output, while the eigenvalues of \( Q_\eta \in \mathbb{R}^{(n-r)\times(n-r)} \) are the invariant zeros of (1).

### 3 Discrete-time systems in delta form

With \( q \) the forward shift operator and \( T \) the sampling period, the discrete-time ZOH representation of the continuous-time system (1) can be written in terms of the \( \delta \) operator \( (\delta \triangleq \frac{q^{-1}}{T}) \) as follows:

\[
\Sigma_\delta : \begin{cases} 
\delta x[k] &= A_\delta x[k] + B_\delta u[k] \\
y[k] &= C x[k] 
\end{cases}
\]

By defining

\[
B_1^* = \frac{1}{2!} A_c + \frac{1}{3!} A_c^2 + \cdots + \frac{T^{k-1}}{(k+1)!} A_c^k + \cdots ,
\]

the matrices \( A_\delta \) and \( B_\delta \) can be expressed as regular perturbations of their continuous-time counterparts:
\[ A_\delta = A_c + T A_1 = A_c (I + T B_1^*) \]  \hspace{1cm} (13)
\[ B_\delta = B_c + T B_1 = (I + T B_1^*) B_c \]  \hspace{1cm} (14)

where
\[ A_1 = \frac{1}{2!} A_c^2 + \frac{T}{3!} A_c^3 + \cdots + \frac{T^{k-2}}{k!} A_c^k + \cdots \]  \hspace{1cm} (15)
\[ B_1 = B_1^* B_c. \]  \hspace{1cm} (16)

Suppose the state similarity transformation
\[ [\xi^T, \eta^T]^T = [\xi^{(1)}^T, \xi^{(2)}^T, \ldots, \xi^{(m)}^T, (H x)^T]^T \]
\[ = L x, \]  \hspace{1cm} (17)

where
\[ \xi^{(i)} = [C_i^T, (C_i A_\delta)^T, \ldots, (C_i A_\delta^{i-1})^T]^T x, \quad i = 1, 2, \ldots, m, \]
\[ = [\xi_1^{(i)}, \xi_2^{(i)}, \ldots, \xi_m^{(i)}]^T \]  \hspace{1cm} (18)

is applied to the system (11). The resulting discrete-time state-space model is
\[ \delta \begin{bmatrix} \xi \\ \eta \end{bmatrix} = L A_\delta L^{-1} \begin{bmatrix} \xi \\ \eta \end{bmatrix} + L B_\delta u, \]
\[ y = [y_1, y_2, \ldots, y_m]^T, \]
\[ y_i = \xi_1^{(i)}, \quad i = 1, 2, \ldots, m, \]  \hspace{1cm} (19)

where \( L A_\delta L^{-1} \) is, to within \( O(T) \), equal to the system matrix in the normal form (10) of the underlying continuous-time system. Using (13), (14) and (6), it is possible to obtain the following asymptotic approximation to \( L B_\delta \), in which the leading order term in each
\[
LB_\delta = \begin{bmatrix}
C_1 B_\delta \\
C_1 A_\delta B_\delta \\
\vdots \\
C_1 A^{r_1-1}_\delta B_\delta \\
\vdots \\
C_m B_\delta \\
C_m A_\delta B_\delta \\
\vdots \\
C_m A^{r_m-1}_\delta B_\delta \\
HB_\delta 
\end{bmatrix}
= \begin{bmatrix}
C_1(I + TB_1^* )B_c \\
C_1 A_c(I + TB_1^* )^2 B_c \\
\vdots \\
C_1 A_c^{r_1-1}(I + TB_1^* )^{r_1} B_c \\
C_m(I + TB_1^* )B_c \\
C_m A_c(I + TB_1^* )^2 B_c \\
\vdots \\
C_m A_c^{r_m-1}(I + TB_1^* )^{r_m} B_c \\
HB_\delta 
\end{bmatrix}
\]

(20)
\[
\begin{aligned}
T^{r_1-1}\alpha_0^{(1)} + O(T^{r_1}) \\
T^{r_1-2}\alpha_1^{(1)} + O(T^{r_1-1}) \\
\vdots \\
T\alpha_{r_1-2}^{(1)} + O(T^2) \\
\alpha_{r_1-1}^{(1)} + O(T)
\end{aligned}
\]

\[
= \\
\vdots \\
\begin{aligned}
T^{r_m-1}\alpha_0^{(m)} + O(T^{r_m}) \\
T^{r_m-2}\alpha_1^{(m)} + O(T^{r_m-1}) \\
\vdots \\
T\alpha_{r_m-2}^{(m)} + O(T^2) \\
\alpha_{r_m-1}^{(m)} + O(T)
\end{aligned}
\]

\[
\frac{T}{2}HA_cB_c + O(T^2)
\]

The terms \(\alpha_j^{(i)} \in \mathbb{R}^{1 \times m}\) for \(i = 1, \ldots, m\), and \(j = 1, 2, \ldots, r_i - 1\) play a key role in the formula for the asymptotic location of the sampling zeros of (11), as presented in Theorem 4.1. While it is straightforward to show that

\[
\alpha_0^{(i)} = \frac{1}{r_i!}C_i A_c^{r_i-1}B_c \in \mathbb{R}^{1 \times m}, \quad i = 1, 2, \ldots, m,
\]

obtaining closed-form expressions for \(\alpha_j^{(i)}\) for \(i = 1, 2, \ldots, m\), and \(j = 1, 2, \ldots, r_i - 1\) requires the evaluation of terms in the expansion of integer powers of \(I + TB_1^s\). This is not, in general, a straightforward task, since \(B_1^s\) is itself a power series in \(T\). By careful examination of the terms in each row of \(LB_\delta\) associated with \(C_i A_c^{r_i-1}B_c\), it is possible to show that for \(i = 1, 2, \ldots, m\),

\[
\alpha_1^{(i)} = \frac{r_i-1}{r_i!} \left( \frac{1}{r_i - i} \right) C_i A_c^{r_i-1}B_c
\]

\[
= (2^{r_i} - 2) \frac{1}{r_i!} C_i A_c^{r_i-1}B_c
\]

\[
= \tilde{\alpha}_1^{(i)} \alpha_0^{(i)}, \quad \tilde{\alpha}_1^{(i)} \triangleq 2^{r_i} - 2
\]
\[
\alpha^{(i)}_2 = \left( \sum_{i=1}^{\frac{1}{r_i}} \frac{2^i - 2}{i!(r_i - i)!} \right) C_i A_r^{r_i-1} B_c \\
= (3^{r_i} - 3 \cdot 2^{r_i} + 3) \frac{1}{r_i!} C_i A_r^{r_i-1} B_c \\
= \tilde{\alpha}_2^{(i)} \alpha_0^{(i)}, \quad \tilde{\alpha}_2^{(i)} \triangleq 3^{r_i} - 3 \cdot 2^{r_i} + 3 \\
(24)
\]

\[
\alpha^{(i)}_3 = \left( \sum_{i=1}^{\frac{1}{r_i}} \frac{3^{r_i-i} - 3 \cdot 2^{r_i-i} + 3}{i!(r_i - i)!} \right) C_i A_r^{r_i-1} B_c \\
= (4^{r_i} - 4 \cdot 3^{r_i} + 6 \cdot 2^{r_i} - 4) \frac{1}{r_i!} C_i A_r^{r_i-1} B_c \\
= \tilde{\alpha}_3^{(i)} \alpha_0^{(i)}, \quad \tilde{\alpha}_3^{(i)} \triangleq 4^{r_i} - 4 \cdot 3^{r_i} + 6 \cdot 2^{r_i} - 4 \\
(25)
\]

\[
\alpha^{(i)}_4 = \left( \sum_{i=1}^{\frac{1}{r_i}} \frac{4^{r_i-i} - 4 \cdot 3^{r_i-i} + 6 \cdot 2^{r_i-i} - 4}{i!(r_i - i)!} \right) C_i A_r^{r_i-1} B_c \\
= (5^{r_i} - 5 \cdot 4^{r_i} + 10 \cdot 3^{r_i} - 10 \cdot 2^{r_i} + 5) \frac{1}{r_i!} C_i A_r^{r_i-1} B_c \\
= \tilde{\alpha}_4^{(i)} \alpha_0^{(i)}, \quad \tilde{\alpha}_4^{(i)} \triangleq 5^{r_i} - 5 \cdot 4^{r_i} + 10 \cdot 3^{r_i} - 10 \cdot 2^{r_i} + 5 \\
(26)
\]

The expressions (22)–(26) are sufficient to deal with continuous-time systems having infinite zero orders \( r_i \leq 5 \), and therefore cover the majority of practical situations. To generate the higher order terms \( \alpha_5^{(i)}, \alpha_6^{(i)}, \ldots \) necessary for dealing with \( r_i \geq 6 \), we can use the binomial theorem to expand the powers of \( I + T B_1^* \) in (20), in conjunction with a recursive procedure for evaluating specified terms in integral powers of power series (see for example [14, p.14]). Details of such an approach are presented in [8].

## 4 Zero dynamics and sampling zeros

The invariant zeros of linear systems are the eigenvalues of the zero dynamics, the dynamics describing the internal system behaviour when the control input and initial conditions are chosen so as to constrain the output to be identically zero [13]. With the delta operator model (19) in Byrnes-Isidori normal (at least to within \( O(T) \)), the control law which constrains the output to be zero can be readily calculated.

Consider the discrete-time system (19), in which the higher order terms in \( LA_\delta L^{-1} \) and \( LB_\delta \) are neglected. Requiring \( \delta y_i = 0 \) for all time, and for all \( 1 \leq i \leq m \), constrains the control input \( u \) to satisfy

\[
\delta y_i = \delta \xi_1^{(i)} = \xi_2^{(i)} + T^{r_i-1} \alpha_0^{(i)} u = 0. \\
(27)
\]
Using matrix notation, the required control law is

\[
  u = - K^{-1} \begin{bmatrix}
    T^{r_1-1} \alpha_0^{(1)} \\
    T^{r_2-1} \alpha_0^{(2)} \\
    \vdots \\
    T^{r_m-1} \alpha_0^{(m)}
  \end{bmatrix}^{-1} \begin{bmatrix}
    \xi_1 \\
    \xi_2 \\
    \vdots \\
    \xi_m
  \end{bmatrix} = - K^{-1} \begin{bmatrix}
    \xi_1^{(1)} \\
    \xi_2^{(2)} \\
    \vdots \\
    \xi_m^{(m)}
  \end{bmatrix},
\]

where for \( T > 0 \) the matrix inverse is guaranteed to exist in view of (22) and the nonsingularity of the decoupling matrix (4). If we define

\[
  \bar{\xi} = [\xi_1^{(1)^T}, \xi_2^{(2)^T}, \ldots, \xi_m^{(m)^T}]_T,
\]

where

\[
  \xi^{(i)} = [s_2^{(i)}, s_3^{(i)}, \ldots, s_{s_i}^{(i)}]_T, \quad i = 1, 2, \ldots, m,
\]

then the subspace

\[
  \mathcal{V} = \{ x : y = Cx = 0 \}
\]

\[
  = \{ (0, \xi_1^{(1)}, 0, \xi_2^{(2)}, \ldots, 0, \xi_m^{(m)}, \eta) : \bar{\xi}^{(i)} \in \mathbb{R}^{r_i-1}, \eta \in \mathbb{R}^{n-m} \}
\]

is referred to as the zero dynamics subspace of (19). That is, the dynamics of the \( (\bar{\xi}, \eta) \) variables correspond to the internal dynamics of the system when the control input \( u \) and initial conditions \( \bar{\xi}(0), \eta(0) \) have been chosen in such a way as to constrain the output \( y \) to be identically zero for all time.

The following Theorem is the main result of the paper, and establishes that the high-gain form of the control law (28) as \( T \to 0 \) leads to a separation of time scales in the zero dynamics of (and therefore in the limiting zeros of) the discrete-time system \( \Sigma_\delta \). Moreover, that part of the zero dynamics associated with the fast time scale corresponds to the sampling zeros, while the slow time scale dynamics are associated with the mapping of invariant zeros under ZOH sampling.

**Theorem 4.1** Consider a square, decouplable continuous-time system of the form (1) and its ZOH equivalent representation (11) expressed in the delta operator. Then if the system (1) has infinite zero orders \( r_1, r_2, \ldots, r_m \) with \( r = r_1 + \cdots + r_m \), system (11) has \( n - m \) invariant zeros which, according to their asymptotic behaviour as \( T \to 0 \), belong to two groups:

(a) The \( r - m \) sampling zeros tend to asymptotically to the set

\[
  \bigcup_{i=1}^m T^{-1} \lambda(W_i)
\]
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where

\[
W_i = \begin{bmatrix}
-\alpha_1^{(i)} & 1 & 0 & \cdots & 0 \\
-\alpha_2^{(i)} & 0 & 1 & 0 & \\
\vdots & \ddots & \ddots & \ddots & 0 \\
-\alpha_{r_i-2}^{(i)} & 0 & \cdots & 1 \\
-\alpha_{r_i-1}^{(i)} & 0 & \cdots & 0 \\
\end{bmatrix} \in \mathbb{R}^{(r_i-1) \times (r_i-1)}, \quad i = 1, 2, \ldots, m. \quad (34)
\]

(b) The remaining \( n - r \) invariant zeros tend to the invariant zeros of the continuous-time system (1).

**Proof.** We begin by noting that the control law (28) assumes each \( \xi_2^{(i)} \) exists. If for any \( 1 \leq i \leq m \) it happens that \( r_i = 1 \), then the corresponding constraints in (27) are replaced by \( y_i = \xi_1^{(i)} = 0 \), and the associated \( \xi_1^{(i)} \) terms in (32) are non-existent. Thus if \( r_i = 1 \), the corresponding \( W_i \) matrix is null, implying that no sampling zeros are introduced by infinite zeros of order one, analogous to the scalar case. If the system (1) has one or more infinite zeros of order one, the state feedback law which zeros the output is no longer unique. For notational simplicity, however, we will assume for the purposes of this proof that control law (28) is used, since it ensures an identically zero output when any finite values are substituted for the corresponding \( \xi_2^{(i)} \) terms.

From (21),

\[
LB_\delta u = -LB_\delta K^{-1} \begin{bmatrix}
\xi_2^{(1)} \\
\xi_2^{(2)} \\
\vdots \\
\xi_2^{(m)}
\end{bmatrix},
\]

where the \( i \)th column of \( LB_\delta K^{-1} \) is given by

\[
\begin{bmatrix}
0, 0, \ldots, 0, & 1, \alpha_1^{(i)}, \alpha_2^{(i)}, \alpha_{r_i-1}^{(i)}, & 0, 0, \ldots, 0, & \ast, \ast, \ast, \ast, \ast, \ast, \ast, \ast, \ast, \ast, \ast, \ast
\end{bmatrix}_T
\]

\[
\underbrace{r_1 + \cdots + r_i - 1 \text{ terms}}_{r_1 + \cdots + r_i - 1 \text{ terms}} \qquad \underbrace{r_{i+1} + \cdots + r_m \text{ terms}}_{r_{i+1} + \cdots + r_m \text{ terms}} \qquad \underbrace{n-m \text{ terms}}_{n-m \text{ terms}}
\]

Since \( K^{-1} = \bar{K}^T / \det K \), where the elements \( \bar{k}_{i,j} \) of the matrix \( \bar{K} \) are the cofactors of \( K \), the entry in row \( r_1 + \cdots + r_i - 1 + 1 \) and column \( i \) of \( LB_\delta K^{-1} \) is given by

\[
\frac{1}{\det K} \left[ T^{r_i-1} \alpha_0^{(i)} \bar{k}_{i,1} + T^{r_i-1} \alpha_0^{(i)} \bar{k}_{i,2} + \cdots + T^{r_i-1} \alpha_0^{(i)} \bar{k}_{i,m} \right].
\]

This expression is identically equal to 1, however, since the bracketed sum is simply the cofactor expansion of \( \det K \) along the \( i \)th row of \( K \). In view of (21) and the relationship
between \( \alpha_0 \) and \( \alpha_j \) for \( j \geq 1 \) (see equations (23)-(26)), the subsequent \( r_i - 1 \) terms in the \( i \)th column of \( LB_\delta K^{-1} \) are therefore given by \( \frac{\alpha^{(1)}_0}{r_i}, \frac{\delta^{(1)}_{i-1}}{r_i}, \ldots, \frac{\delta^{(1)}_{i-1}}{r_i} \). Next, consider the entry in the first row and \( i \)th column of \( LB_\delta K^{-1} \):

\[
\frac{1}{\det K} \left[ T^{r_1-1} \alpha^{(1)}_0 k_{i,1} + T^{r_1-1} \alpha^{(1)}_0 k_{i,2} + \cdots + T^{r_1-1} \alpha^{(1)}_{0,m} k_{i,m} \right].
\]

(38)

For \( i \neq 1 \), this expression evaluates to zero, since the entries \( T^{r_1-1} \alpha^{(1)}_0 \) and cofactors \( k_{i,j} \) come from different rows of \( K \); the expression (38) therefore equals the determinant of a matrix having two identical rows. It follows then that entries \( 2, 3, \ldots, r_1 - 1 \) (and indeed entries \( 1, 2, \ldots, r_1 + \cdots + r_{i-1} \), together with entries \( r_i + 1, \ldots, r_1 + \cdots + r_m \) of the \( i \)th column of \( LB_\delta K^{-1} \) are also zero, thereby establishing (36).

In view of (19), (35) and (36), it follows that on the subspace \( \mathcal{V} \), the dynamics of the \((\bar{\xi}, \eta)\) variables under the state feedback law (28) are given by

\[
\begin{bmatrix}
\xi^{(1)}_2 \\
\xi^{(1)}_3 \\
\vdots \\
\xi^{(1)}_{r_1} \\
\vdots \\
\xi^{(m)}_2 \\
\xi^{(m)}_3 \\
\vdots \\
\xi^{(m)}_{r_m} \\
\eta \\
\end{bmatrix}
= \frac{1}{\det K} \left[ \begin{array}{cccc}
-\frac{\alpha^{(1)}_0}{r_1} & 1 & & \\
-\frac{\delta^{(1)}_{r_1-1}}{r_1} & & & \\
& \ddots & \ddots & \\
& & \ddots & \ddots \\
& & & \\
\end{array} \right]
\begin{bmatrix}
\xi^{(1)}_2 \\
\xi^{(1)}_3 \\
\vdots \\
\xi^{(1)}_{r_1} \\
\vdots \\
\xi^{(m)}_2 \\
\xi^{(m)}_3 \\
\vdots \\
\xi^{(m)}_{r_m} \\
\eta \\
\end{bmatrix}
+ \begin{bmatrix} Q \eta \end{bmatrix}.
\]

(39)

Following the same line of reasoning as in [7], we cast the dynamics of the \((\bar{\xi}, \eta)\) variables on the subspace \( \mathcal{V} \) into a standard singular perturbation form. This can be accomplished
by rescaling the \((\xi, \eta)\) variables in (39) as follows:

\[
\begin{bmatrix}
  z \\
  \eta
\end{bmatrix} = \text{block diag}[M_1, M_2, \ldots, M_m, I_{(n-m) \times (n-m)}]\begin{bmatrix}
  \xi \\
  \eta
\end{bmatrix},
\]

where \(M_i = \text{diag}[1, T, T^2, \ldots, T^{n-2}]\). The zero dynamics therefore satisfy

\[
\delta \begin{bmatrix}
  Tz \\
  \eta
\end{bmatrix} = \text{block diag}[W_1, \ldots, W_m] \begin{bmatrix}
  z \\
  \eta
\end{bmatrix} + o(T),
\]

where \(W_i\) is given by (34) and \(Q_\eta\) is the matrix whose eigenvalues are the invariant zeros of the continuous-time system (1). Equation (40) is in the standard two time-scale form [15], and since the eigenvalues of the matrix on the right-hand side are asymptotically given by \(\lambda(W_1) \cup \cdots \cup \lambda(W_m) \cup \lambda(Q_\eta)\), the dynamics of the \((\xi, \eta)\) variables on the subspace \(\mathcal{V}\) are those of block diag\([T^{-1}W_1, \ldots, T^{-1}W_m, Q_\eta]\) and the result follows. \(\triangle\triangle\triangle\)

Equations (33) and (34) are identical in form to the corresponding expressions for the sampling zeros of SISO systems expressed in the delta operator [8]. Since the analogous expressions for shift operator-based models are well known (see, for example [1], [4]), we therefore have the following Corollary, which pertains to the limiting zeros of the discrete-time system

\[
\Sigma_q : \begin{cases}
  qx[k] = Ax[k] + Bu[k] \\
  y[k] = Cx[k]
\end{cases}
\]

obtained by ZOH sampling of the continuous-time system \(\Sigma_c\), so that \(A_q = e^{AcT}\) and \(B_q = \int_0^T e^{Ac(T-\tau)}B_c d\tau\).

**Corollary 4.1** Consider a square, decouplable continuous-time system of the form (1) and its ZOH equivalent representation (41) expressed in the shift operator. Then if the system (1) has infinite zero orders \(r_1, r_2, \ldots, r_m\) with \(r = r_1 + \cdots + r_m\), system (41) has \(n-m\) invariant zeros which, according to their asymptotic behaviour as \(T \to 0\), belong to two groups:

(a) The \(r-m\) sampling zeros tend to the roots of the reciprocal polynomials

\[
B^{(i)}(z) = b_{r_1}z^{r_1-1} + b_{r_2}z^{r_2-2} + \cdots + b_{r_ir_i}, \quad i = 1, 2, \ldots, m,
\]

\[
b_{r_1} = \sum_{k=1}^i (-1)^{j-k}k^{r_1} \binom{r_1+1}{j-k}, \quad j = 1, 2, \ldots, r_i.
\]

(b) The remaining \(n-r\) invariant zeros approach the point \(z = 1\).
3 Conclusions

In this paper, we have shown that for continuous-time MIMO systems having a diagonal interactor matrix, the zeros of the corresponding ZOH-sampled system (in the fast sampling limit) depend only on the infinite zero orders and invariant zeros of the underlying continuous-time system. Theorem 4.1 and Corollary 4.1 provide the means for calculating these limiting zeros for discrete-time systems expressed, respectively, in the delta and forward shift operators. Further research is needed to establish connections between the results in this paper and those of Hayakawa et al. [6], wherein a quite distinct notion of simplicity of infinite zero structure is used.

References


